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Abstract. Data centres in contemporary times are essential as the sup-
ply of data increases. Data centres are areas where computing systems
are concentrated for facilitating data processing, transfer and storage.
At present traditional data centres have moved more towards the cloud
model—thereby making the processing, storage and harnessing of data
more manageable and more accessible via the utility and subscription-
based model of computing services. From the administrative point of
view, cloud data centres are complex systems, hard to grasp and require
large amounts of time to analyse different aspects of the cloud data centre
such as maintenance and resource management. For a cloud data centre
admin, this could be a challenging problem and a highly time-consuming
task. Accordingly, there is a need to improve the useability of cloud data
centre monitoring and management tools, and the digital twin could fulfil
this need. This book chapter’s primary objective is to construct a digital
twin — a 3D visualisation and monitoring tool — of a cloud data centre
managed by OpenStack, the well-known open-source cloud computing in-
frastructure software. To evaluate our proposed tool, we garner feedback
on the digital twin’s useability compared to the OpenStack dashboard.
The input will be received from cloud data centres experts as they test
the digital twin and answer various questions in an interview. The study
results show that our proposed Digital Twin will help data centre ad-
mins better monitor and manage their data centres. It also will facilitate
further research and implementation of the digital twin of data centres
to improve usability.

Keywords: Cloud Data centre · Digital Twin · OpenStack · Visualisa-
tion · Monitoring · Resource Management.

1 Introduction

The beginning of the modern era has seen an exponential rise in Information
Technology (IT). The early 21st century saw the rise and growth of mobile
phones, computers and tablet computers. These devices have now become a sta-
ple in households, academia and business enterprises all around the world. As
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we progress through this age, technology has advanced further and further, giv-
ing rise to new Internet-of-Things (IoT) devices ranging from smart fridges and
smart TVs, to even smart weight scales, to name a few. All these devices, along
with IoT and other IT applications, produce massive amount of data. Data in
today’s world is one of the most critical and essential resources for companies
and people alike. Data centres are built to meet this demand for data storage
and analysis, especially cloud data centres where data is stored, accessed and
analysed on the cloud. Cloud data centres are computational infrastructures
available globally and provide services that allow the storage, access, and anal-
ysis of data on remote servers. Cloud data centres have numerous advantages
compared to their conventional counterpart and provide a highly scalable and
cost-effective way of accessing computational resources, often in the form of vir-
tual machines (VMs). OpenStack is an open-source cloud computing platform,
mostly deployed as infrastructure-as-a-service in both public and private clouds
where VMs and other resources are made available to users [5].

While existing management and monitoring tools such as OpenStack dash-
board (Horizon) are precious for data centre administrators, data centre man-
agement and monitoring present several challenges for the operators [9]. Data
centre admins need to have real-time and unified information about their data
centre’s resources and health status to make quick decisions. For example, in the
case of server maintenance where repairs are required on a physical server, it is
essential to quickly find a suitable host to accommodate tenants’ VMs running
on the failing server. In addition, data tables or text table view of data provided
by tools such as Horizon often fail to deliver admins’ all essential requirements.
For example, more detailed data about the exact location of a physical server or
its power consumption might be required and tools like OpenStack fail to pro-
vide that in their dashboard. Finally, working with the OpenStack dashboard
requires a high amount of knowledge and expertise to understand and analyse
the dashboard’s different aspects. Further, because of how the human brain pro-
cesses information, visualisation tools can represent large amounts of complex
data such as data centre resources much more straightforward than tables or
raw data. This research study aims to represent a visualisation tool to help data
centre admins better perform their monitoring and management tasks.

In this book chapter, we propose a digital twin of the cloud data centre to
tackle the above complexities. A digital twin is a virtual representation of an
object. A digital twin can represent different aspects of a system in an easy
to understand virtual setting, which allows for higher usability and a better
understanding of the whole system. Digital twins have been used to handle many
complex systems ranging from aviation to manufacturing [1]. A user-friendly
and time-saving monitoring tool for cloud data centres would positively impact
the industry by reducing complexity and increasing productivity in resource
monitoring and management, which would be essential for a cloud data centre
administrator. For testing and research on the proposed hypothesis, a digital
twin prototype was developed using Unity3D software. Unity3D was used to
develop the prototype as it is easy to use, works well with API’s and has a
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great support community. The digital twin needed to be implemented to work
with OpenStack APIs and some other infrastructure level monitoring APIs to
synchronise the digital twin with the cloud data centre in real-time. Any changes
made to the cloud data centre would be reflected in the virtual environment on
the digital twin instance and vice versa.

Once the digital twin prototype is developed using Unity 3D to ascertain its
usability as a monitoring and management tool, an interview was conducted with
multiple participants who are experts in cloud data centres. These participants
had to watch a live demonstration of the digital twin in action, illustrating the
digital twin’s different features. An interview was conducted asking questions
to gauge how the digital twin would improve the data centre admin experience
compared to the OpenStack dashboard if various fields such as usability, com-
plexity and time management are considered. The feedback from the experts
helped us understand the benefits, differences and future need for improvement.

Below are the highlights of this book chapter:

– A brief taxonomy of digital twin characteristics and elements.
– The design and implementation of a digital twin — a 3D visualisation, mon-

itoring, and management tool — of a cloud data centre using Unity3D. To
the best of our knowledge, the proposed digital twin of a cloud data centre is
one of its first kind in the literature. The digital twin uses data fed from the
OpenStack API’s and infrastructure level devices such as Enclosure Power
Distribution Units (ePDUs) to provide an interactive and real-time virtual
representation of the different aspects such as VMs, hypervisors and physical
servers of the cloud data centre running on OpenStack platform.

– Insights for future directions for building a more advanced digital twin of a
data centre based on the expertise and knowledge gained from conducting
the research and implementation of our cloud data centre digital twin.

The rest of the book chapter is organised as follows: Section 2 outlines the related
works, background and taxonomy of digital twin characteristics. In Section 3, the
research methodology is explained, this includes the system design of the digital
twin, implementation, prototyping and interview process. Section 4 describes the
findings and discussions of the research and interviews. Lastly, we conclude with
the summary of the research conducted and highlight some future works.

2 Background

Digital Twin technology is described as a virtual representation of a tangible real-
world object. The digital twin has two primary components: the physical twin
(the real-world physical object) and the virtual twin (a virtual representation
of the physical object). The primarily related works of the digital twin are in
the aviation and manufacturing industries, with potentials in other sectors being
high. A digital twin of a cloud data centre is a new idea, and there is not much
research related to that topic [2]. To the best of our knowledge, we are the first
to propose a non-commercial digital twin of a cloud data centre with features
discussed here.
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2.1 A taxonomy of digital twin characteristics

Figure 1 provides a taxonomy of digital twin characteristics. In the following
section, we explain each element of the taxonomy and map our model to that.

Digital Twin 
Charactrsitics 
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Usage

Building Blocks

Prototype

Instance

Monitoring

Simulation

Data Model

Connection

Physics

Bidirectional
No connection

Management
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Sensor inputs

Expert System

Enterprise System

Fig. 1. Taxonomy of Digital Twin Characteristics

Digital twin usage. The usage of the digital twin can be classified into three
kinds of project dimensions: simulating, monitoring and managing. Replica-
tion/simulation digital twin dimension is where the digital twin projects main
goal is to reproduce the physical object and simulate various aspects to ensure
that the physical object is ready to be deployed without any issues. The moni-
toring dimension of the digital twin is when the digital twin is used to monitor
a physical object; this can be done to ensure that the physical item is working
correctly and as intended [10]. Lastly, the digital twin’s managing dimension is
when the digital twin’s primary aim is to manage the physical item, which would
mean that the physical twin and the digital twin would have a bi-directional con-
nection or two-sided connection. Wherein the data flows from the physical twin
to the digital twin and vice versa, allowing the digital twin to manage the physi-
cal twin [4]. Instances of digital twin utilisation are a digital twin represented by
Mohammadi and Taylor [15], who created a digital twin of a city to visualise the
different aspects of the town such as roads; this would help in town planning and
management. Another instance of a digital twin used in urban planning was the
digital twin represented by Lieberman et al. [11]. They developed a digital twin
used to create an underground city plan. Please note that the digital twin of a
cloud data centre we propose in this study is designed to be used for monitoring
and managing purposes.
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Period of production. The period of production for the digital twin can be
classified into two parts. Digital twins developed before the creation of the phys-
ical twin, which are called digital twin prototypes, and digital twins created along
with or after the creation of the physical twin called digital twin instances [6].
Ayani et al. [1] represented an example of a digital twin prototype; they used it
throughout the configuration phase, which allowed their clients to give feedback
and helped avoid costs related to prototyping. An example of a digital twin in-
stance was represented by Luo et al. [12]. They created a digital twin of a milling
machine to predict wear and tear and other issues to the milling machine under
different conditions. In our proposed model, we develop a digital twin instance
of a cloud data centre.

Connection between physical twin and digital twin. Another character-
istic of the digital twin is its connection with its physical counterpart. There are
three ways of classifying the connection between a digital twin and a physical
twin representing in what way the two parts are linked. Firstly, no connection,
wherein the digital twin and physical twin are not connected and have no as-
sociation with one another. Secondly, a unidirectional connection, wherein the
digital twin and the physical twin have a one-sided relationship where data from
the physical twin is fed to the digital [3]. An example of this is represented by
Luo et al. [12], where they use a unidirectional relationship to predict issues
with the device used. Lastly, a bidirectional connection between a digital twin
and a physical twin, where the data from the digital is fed to physical and vice
versa, thereby creating a dual-link that data is fed back and forth. For instance,
this is represented by Malik and Bilberg [13], where they use a bidirectional con-
nection to control a robot using its digital twin counterpart. Please note that our
proposed digital twin of a cloud data centre is designed to have a bidirectional
connection with the physical twin.

Building blocks of a digital twin. Digital twins can vary in complexity
depending upon features and input data. The classification is divided into five
levels, with each level increasing in complexity and input data sources. Level
one only has one input data source, which is the data model [17]. Level two
digital twin where physics are added to the data model of the level one digital
twin creating a more elaborate digital twin. The third level, where a level one
digital twin is incorporated with sensor data to increase the productivity of the
model [14]. Level four has the level three digital twin enhanced with physics and
expert systems. Level five, where enterprise systems are added to a level four
digital twin [8].

3 Digital twin of a cloud data centre instance system

To develop the digital twin instance, decisions needed to be made on various
design options and other system choices on how the system would look and be
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developed. The proposed system consists of two main parts the unity model and
APIs integration (Figure 2).1 The two parts of the system need to work in unison
to represent the cloud data centre effectively.

Fig. 2. System Overview

3.1 Unity Model

One of the primary components of the digital twin is the unity model, which
would help visualise the cloud data centre in Unity 3D software. The Unity
3D software is used for developing full-fledged games for both 2D and 3D. It
offers various resources and an abundance of assets primarily used for 3D mod-
elling [18].

Main Components The unity model’s design is an integral part of the digital
twin system. To ensure that the digital twin represents all the essential elements
of the cloud data centre, we analysed the different parts of the cloud data centre
and put together a model to ensure that the design standards are met. The main
components of the cloud data centre that need to be represented in the digital
twin are:

– Hypervisors (physical servers): OpenStack supports software that allows the
user (data centre admin) to manage physical servers by accessing the un-
derlying hardware component. Hypervisor software gives the user the ability
to manage and control the VMs hosted on a particular server [16]. In our
proposed unity model, these hypervisors (physical servers) are represented
as plates (Figure 3). We leveraged a small-scale OpenStack managed cluster
at DisNet Laboratory in Monash University to build the digital twin. These
servers are classified as hypervisors on the system and are real-world tangi-
ble objects. The size of the plate is proportional to the number of VCPUs

1 Source code is available at https://github.com/disnetlab/DatacentreDigitalTwin

https://disnetlab.org/
https://github.com/disnetlab/DatacentreDigitalTwin
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(virtual CPUs) it supports. Since hypervisors in compute nodes support 32
VCPUs, each plate’s dimensions are x = 8 and z = 4, where x is the width
and z the length. As it is depicted in Figure 4, each plate is divided into 32
grid sections, each representing a VCPU.
Power consumption of physical servers is also shown based on the RGB
blue to red gradient colour scheme denoted energy consumption from low to
high, respectively. We use existing ePDUs in the cluster to read live metering
data, including power consumption in each server. We normalise the power
consumption of each physical server based on a maximum value and then
map the normalised power value to the gradient colour using the following
formula:

C(R,G,B) =

{
(b(p̃/0.5) ∗ 255c, 0, 255)), if p̃ ≤ 0.5

(255, 0, b(1− (p̃)/0.5) ∗ 255)c), otherwise
(1)

where C(R,G,B) is the colour in RGB scheme and p̃ is the normalised power
consumption of the physical server in the range of [0.1].

Fig. 3. Box (Virtual Machine) Placement on the plate (Hypervisor)

– Virtual Machines (VMs): VMs are emulating a computer system that is
created, stopped or terminated, and hosts an operating system (OS) to ex-
ecute user’s applications. In OpenStack, VMs are called instances [7] and
in the OpenStack APIs they are called servers. In our implementation, we
represented VMs as boxes similar to the example shown in Figure 3. To be
a complete digital twin of the cloud data centre, the unity model has the
boxes (VMs) placed upon the plates (hypervisors), giving a virtual, abstract
and simplistic view of how VMs run on a real-world server. The placement
of the boxes on the plate is essential for proper visualisation of the cloud
data centre. Our proposed placement algorithm places places the boxes on
the plate until the sum of the boxes’ size has reached the limit of the x-axis
(right to left of the plate), in our case that is 8. The algorithm moves to the
next row and changes the value of the z-axis for each box, the process then
repeats itself until all VMs are placed. Figure 3 depicts a sample placement.
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Fig. 4. Plate configuration

Similar to plates, we use transparency to show a VM is suspended or shut
off. The system displays boxes in a semi-transparent way to reflect that a
VM is suspended or shut off in the digital twin. Figure 5 illustrates power
on and off VMs as semi-transparent and solid boxes, respectively.

Fig. 5. Power State of a VM shown through transparency.

– Flavours: The user can configure various aspects of the instance, such as
the number of VCPUs, memory and storage [16]. These aspects are repre-
sented on the digital twin as the boxes’ size. Figure 6 shows different flavours
represented by various box sizes. The size of the base area of the box is pro-
portional to the number of VCPUs (see Figure 4), and the volume of the
box is proportional to the size of the main memory. For simplicity and bet-
ter visualisation, we do not represent the disk size of the VM in the model.
OpenStack, by default, supports five different flavours, as shown in Table 1.
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Fig. 6. Flavours are represented by various box sizes

Table 1. OpenStack Default Flavors Details.

Flavor VCPUs Disk (in GB) RAM (in MB)

m1.tiny 1 1 512

m1.small 1 20 2048

m1.medium 2 40 4096

m1.large 4 80 8192

m1.xlarge 8 160 16384

– Projects: Each instance belongs to a user project or tenant. In the proposed
digital twin, the instances that belong to a certain projects are all represented
in the same colour and with different colours for each project.

Digital twin interactive features The digital twin also offers a couple of
interactive features to demonstrate the possibility of cloud data centre manage-
ment and having the ability to perform interactive operations.

Start and shut off virtual machines and physical servers: The user can shut
off or power on a VM or a physical server by long right-clicking on a box or plate,
respectively. The box/server will start blinking during the time the switching up
or down operations is happening. To know if the VM has successfully turned on
or off the unity model checks with OpenStack every second and compares the
old status of the VM to the new status when the status changes the whole model
is instantly refreshed and shows the new changes. Similar process will be done
for the physical servers (hypervisors).

Virtual machines migration: To migrate a VM from one hypervisor to an-
other, the user might drag and drop a box from a plate to another. When the
migration is happening, the box keeps blinking until the migration is completed,
once migration is over the box stops blinking, and the model is updated.

Figure 7 illustrates a complete unity model and displays how the digital twin
represents a rack of servers in a cloud data centre in a 3D visualisation model.
One can comprehend a large amount of information quickly by just looking at the
model. For example, the bottom physical server/hypervisor is shown to have the
highest energy consumption as the red colour represents it. Hypervisors 2,3, and
4 from the top are switched off as they are transparent. One also can understand
every VM’s flavour, location, power state, and the project they belong to can be
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understood by checking the model. The digital twin model also represent how
much resources are used by VMs on different hypervisors.

Fig. 7. Complete model

3.2 APIs integration

OpenStack provides a full range of different RESTful GET APIs to receive data
from the cloud data centre and POST APIs which would allow the Unity model
to interact with the cloud data centre thereby ensuring that the digital twin
would have a bidirectional relationship to its counterpart [7].

– GET Requests: The digital twin instance uses GET requests to fetch data
from the cloud data centre and for monitoring purposes. The required data
includes a list of servers (VMs or instances), list of hypervisors, list of flavours
and list of projects.



Digital Twin of a Cloud Data Centre: An OpenStack Cluster Visualisation 11

– Post APIs: The Post requests are needed to implement management and op-
erational features of the digital twin. A POST request is used to manipulate
data on the server-side or pass data from the digital twin to the server using
API endpoints. For the interactive elements of the digital twin, we need to
call a couple of POST requests. To perform authentication and authorisa-
tion, a POST request is sent to OpenStack’s keystone service, which returns
an authorisation token. This token needs to be used in all request headers
for future GET and POST requests.

4 Qualitative Study

As part of the research process, an interview was held. The interview session’s
main aim was to get feedback and evaluate the effectiveness of the digital twin
system compared to other existing monitoring and management tools, specifi-
cally the OpenStack dashboard. OpenStack dashboard was chosen for the com-
parison as it is the primary tool used to monitor servers in our cluster.

Study Procedure. The study consists of a semi-structured interview process;
this interview was conducted on participants selected on specific criteria listed
below.

Participants. The participants selected for the interview process are experts
in the field of cloud data centres and possibly worked with OpenStack. We have
selected twelve participants in the interview. The participants were from diverse
backgrounds in terms of age, gender and field of work (academia and industry)
and are selected according to years of experience, level of study and type of
knowledge related to data centres and OpenStack. Table 2 shows more detail of
each participant involved.

Interview procedure. First, a demonstration of the digital twin was shown to
the participants. The software demo is available on youtube.2 The demonstra-
tion was around 10 minutes and demonstrated all the system’s functionalities,
displaying and explaining all the visual components of the digital twin and inter-
active elements. After the demonstration, interview questions are asked. Table 3
shows these questions. The first group of questions were asked to gauge the
familiarity and knowledge of the participants with the technologies used in cre-
ating the digital twin like Unity 3D and cloud data centres. Then five questions
in the second group of questions in Table 3 were asked to evaluate effectiveness
of digital twin in management and monitoring of a data center in a quantitative
fashion, where the participants are instructed to answer questions on a Likert
scale of 1 - 5 as follows: 1) very poor, 2) poor, 3) fair, 4) good and 5) very good.
Lastly, the participants were asked four open-ended questions shown in Table 3.

2 https://www.youtube.com/watch?v=pxFmUBuJJS8

https://www.youtube.com/watch?v=pxFmUBuJJS8
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Table 2. Participant Details.

Participants
Study level
(degree)

Experience with
Openstack years)

Experience with cloud computing
or cloud data centres (years) (type)

P1 PhD 2 years 2 years and work
P2 PhD 3 years 6 years and research projects
P3 Bachelors 8 years 15 years and work and projects
P4 Bachelors 11 years 11 years and work
P5 PhD 5 years 5 years and work and projects
P6 Bachelors 0 years 10 years and work
P7 PhD 5 years 7 years and work and projects
P8 Masters 1 years 2 years and projects
P9 Masters 10 years 15 years and work
P10 Bachelors 0 years 0 years and none
P11 PhD 4 years 4 years and work
P12 PhD 0 years 10 years and manager

Table 3. Interview questions.

Questions to gauge familiarity and knowledge of each participant

Q1 How would you rate your familiarity and knowledge of cloud data centres and
OpenStack?

Q2 How would you rate your familiarity and knowledge of Unity3D?

Q3 How useful is the digital twin system compared to OpenStack dashboard for the
system representation?

Survey style questions

Q4 How familiar is the digital twin system (with instructions)?

Q5 How user friendly is the digital twin system?

Q6 Is the digital twin easy to understand?

Q7 Is the digital twin likely to save time while monitoring?

Q8 How satisfied are you with the digital twin application?

Open-ended questions

Q9 What changes or additional features would you recommend?

Q10 What are the negative aspects of the digital twin?

Q11 What are the positive aspects of the digital twin?

Q12 Any Additional feedback?
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5 Evaluation and Results

As it is shown in Table 4, the participants involved rated their familiarity and
knowledge of cloud data centre and OpenStack technologies (Q1). Most partic-
ipants gave a rating of 4 and 5, while there were 1 each for 1, 2 and 3 ratings
respectively. For this question the mean was 3.82 and the standard deviation
was 1.27. The scores indicate that most of the participating interviewees have
an insight into the technology used and can provide valuable feedback regarding
that. The participants were also asked about their knowledge and familiarity
with Unity 3D (Q2), with the majority of participants giving a rating of 3 or
below, while none gave a rating of 5 with the mean 2.58 and the standard de-
viation of 1.08. These scores show that the participants are not very familiar
with Unity 3D; this adds an element of usability where the user does not need
to have experience with unity to understand or use the system. The participants
also answered five survey style questions. Their answers highlight the usability,
efficiency in terms of time-saving, and familiarity with the system. For question
Q3, most participants rated the digital twin system’s usability relatively high
with all participants rating 3 or higher with the mean 3.92 and the standard
deviation of 0.67. The next question Q4 was a question regarding the dimen-
sion of familiarity; here, most participants rated the system positively (4 and
higher). However, P3 and P11 rated a score of 2 and 3 where they believed that
improvements could be made on the side of familiarity by adding more instruc-
tions. For question Q5, all the participants gave a considerable high score, which
demonstrates that the digital twin is more user friendly and can be used even
by people who might not possess much knowledge of cloud data centres. For
this question the mean was 3.67 and the standard deviation was 0.65. Question
Q6 was also well rated by the participants, most giving a rating of 4 or higher
where the mean of results is 4.17 with a standard deviation of 0.58. Showing that
the digital twin performs well in being easy to understand. The next question
Q7 dwells on how well the digital twin would help increase efficiency and save
time. The majority of the participants gave a rank of 4 or more to this question
(mean 4.25), showing that the digital twin system would help in saving time for
a cloud data centre administrator. The final question in this section is regarding
the satisfaction of the digital twin system. Question Q8 was once again rated
highly by all the participants, demonstrating that they were satisfied with the
digital twin system.

The final section of the interview consisted of four questions as listed in the
bottom section of Table 3. These questions were open-ended to give deeper in-
sights and feedback into the digital twin system. The first question in this section
is question Q9, the purpose of this question is to gauge if the participants would
like any change to be made to the digital twin system or/and add any additional
features. Each of the participants had different responses to this question, Most
of the participants recommended showing more data about the VMs, hovering
over the boxes to show data like the name of the instance, and a search bar to
search and highlight a specific VM (box) on the system. They also answered
that they would like to see more data represented in the system; data such as
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Table 4. Survey style questions answers on a Likert scale of 1-5.

Participants Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

P1 4 1 4 5 4 5 5 4

P2 4 3 4 4 3 4 5 4

P3 5 2 3 2 4 4 4 5

P4 4 3 4 4 3 3 3 3

P5 5 2 4 4 3 4 5 4

P6 2 1 3 4 5 5 4 4

P7 5 2 5 4 4 4 5 4

P8 3 2 5 4 3 4 5 3

P9 4 4 4 4 4 4 4 4

P10 1 4 3 4 3 5 4 4

P11 4 4 4 3 4 4 4 4

P12 5 3 4 4 4 4 3 4

Mean 3.83 2.58 3.92 2.83 3.67 4.17 4.25 3.92

Std. Dev. 1.27 1.08 0.67 0.72 0.65 0.58 0.75 0.51

which user the VM (box) belongs to. Also, they said that the current plates were
homogeneous, a heterogeneous plate configuration would be better as it would
show more data about the hypervisors. Finally, they answered this question by
stating they would like to see a VM’s history in the digital twin system. Hav-
ing this history available would help the cloud data centre administrator make
better decisions about VMs’ placement on different hypervisors during different
periods. For example, in a community cloud data centre in a university, a hy-
pervisor might be overloaded every year during the exam period but during the
semester break its load is below average; having this historical data can help the
administrator make better decisions make the system more efficient and save
power.

The next question Q10 was regarding the negative aspects of the digital twin
system. Some participants said that the system needs to show error messages
in case something goes wrong. Others noted that the digital twin maintenance
could be problematic, and the digital twin system cannot replicate all the data
available on the OpenStack dashboard. One participant stated that the data
centre admins will rarely move VMs between hosts in real life. This happens
with automated scheduling tools and monitoring systems. Data centre admins
interact with the hosts as a full cluster and specify a specific scheduling behaviour
rather than specify where the VMs are. Finally, they stated that they would like
to see more metrics before moving a VM from one plate to another. Knowing the
metrics would help avoid the hypervisors getting crowded and increase efficiency
and server utilisation.

The following question Q11 was to find out all the positive aspects of the
digital twin. Some participants stated that the digital twin was easy to use,
faster than searching for information on the dashboard as it is visualised. It
is easy to find an empty hypervisor for migration, and all in all, it provides a
good user experience. Others noted that the digital twin simplifies the cloud
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data centre’s monitoring and management, easy for a user to use the whole
system. It helps with the simplification of cloud data centre monitoring and
management. One participant added that the 3D view might be more useful as
an asset management tool. i.e servers within the racks, how many free rack units,
and how many free network ports are available. Lastly, they answered that the
digital twin makes migration and management easy with lots of potential in the
future. The migration aspect would help spread the load to different hypervisors
by viewing which hypervisor has less load on them or by checking the energy
consumption based on colour density.

The final question of the interview was regarding any additional feedback.
Feedback given by some was an extension to the project to add the digital twin
as a plug-in into OpenStack. Others stated to show more colours, adding more
metadata and add more detail to the hypervisor plate. Additionally, they stated
to add pop-up windows to display more detail regarding the projects. Lastly,
they suggested adding data from a ceilometer to add more data regarding the
humidity and temperature of the real-world server rack. Another recommenda-
tion was to integrate the digital twin with Ralph3, which is an asset management
system for data centres; it gives a different type of visualisation compared to the
digital twin.

6 Discussion and Future Directions

The key takeaway of the qualitative study according to the participants’ feed-
back indicates that the digital twin system is user friendly and easy to use.
More importantly, the digital twin system helps with increasing efficiency and
resource management decisions, such as looking at the plates and knowing which
hypervisors have less load on them or overloaded. The digital twin can be ex-
tended and improved by adding more details and giving more details to the user,
adding more functionality and integration with ceilometer and ralph3. Another
key takeaway is that the digital twin cannot replace the OpenStack dashboard as
a monitoring tool, not its intended purpose. Openstack dashboard offers a great
deal of information that cannot be all incorporated in a digital twin Because of
the limitation of the 3D model. However, digital twin provides high-level views of
the data centre resources and its status based on OpenStack information which
is hard to grasp using the dashboard. It can be used as an extension to the
OpenStack dashboard and makes it more user friendly, easier to use, and more
efficient monitoring and management tool for data centre admins.

The feedback given by the participants of the study helped fuel the future
outlook of the project. The following are the directions for future works of the
research. Firstly, adding a VR (virtual reality) component to the digital twin
system. VR would give a different visual sense to the digital twin, using a VR
headset to view in detail the digital twin in 3D and move around it to check the
different components. One functionality that can be added is when the user clicks
on a plate, all the boxes on the plate animate and moves to the space around
the server rack where they are spread out in order. Doing this would make
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viewing the digital twin components easier. Other functionalities are showing
error messages, having a search bar to make it easier to search VMs, hovering
a mouse over a box would display more details. Also displaying the history
of VMs and hypervisors in the model, making the digital twin a plugin on the
OpenStack and using a ceilometer to get the real-world server rack’s temperature
and humidity, for instance, the temperature can be shown as a red to a green
hue. Another additional feature would be to show the network traffic and how
much traffic is directed to each server. Lastly, this singular digital twin can be
multiplied into multiple server racks beside each other, common in data centres.

7 Conclusions

This book chapter presented the instance of a digital twin built for OpenStack-
managed cluster of servers. The system was designed to help cloud data admin-
istrators better monitor and manage different cloud data centre aspects. A 3D
model was created to visualise different aspects such as VMs which are boxes in
the system and hypervisors, which are plates. The digital twin also allows the
user to use a couple of interactive features. To evaluate the effectiveness of the
digital twin and gather feedback, a qualitative study was conducted where twelve
participants were chosen who were experts in the field of cloud data centres and
OpenStack. The participants were asked a series of questions to evaluate how the
digital twin system performs compared to the OpenStack dashboard. The feed-
back was concise and broad, giving new insights into ways that the digital twin
outperforms the dashboard to be more user-friendly and less time consuming to
navigate.

Software Availability

The current version of the software for the digital twin of a cloud data centre
has been launched as an open-source project and the source code is available at:
https://github.com/disnetlab/DatacentreDigitalTwin. A software demo is also
available at: https://www.youtube.com/watch?v=pxFmUBuJJS8.
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4. Dröder, K., Bobka, P., Germann, T., Gabriel, F., Dietrich, F.: A machine learning-
enhanced digital twin approach for human-robot-collaboration (05 2018)

5. Fifield, T., Fleming, D., Gentle, A., Hochstein, L., Proulx, J., Toews, E., Topjian,
J.: OpenStack Operations Guide: Set up and manage your openstack cloud. ”
O’Reilly Media, Inc.” (2014)

6. Grieves, M.: Digital twin: Manufacturing excellence through virtual factory repli-
cation: A white paper by dr. micheal grieves (2015)

7. Khan, R.H., Ylitalo, J., Ahmed, A.S.: Openid authentication as a service in open-
stack. In: 2011 7th International Conference on Information Assurance and Security
(IAS). pp. 372–377. IEEE (2011)

8. Kritzinger, W., Karner, M., Traar, G., Henjes, J., Sihn, W.: Digital twin in man-
ufacturing: A categorical literature review and classification. IFAC-PapersOnLine
51, 1016–1022 (01 2018). https://doi.org/10.1016/j.ifacol.2018.08.474

9. Kumar, R., Gupta, N., Charu, S., Jain, K., Jangir, S.K.: Open source solution
for cloud computing platform using openstack. International Journal of Computer
Science and Mobile Computing 3(5), 89–98 (2014)

10. Laaki, H., Miche, Y., Tammi, K.: Prototyping a digital twin for real time re-
mote control over mobile networks: Application of remote surgery. IEEE Access 7,
20325–20336 (2019). https://doi.org/10.1109/ACCESS.2019.2897018

11. Lieberman, J., Leidner, A., Percivall, G., Rönsdorf, C.: Using big data analytics
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