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Abstract—Cloud Federation is a recent paradigm that helps
Infrastructure as a Service (IaaS) providers to overcome resource
limitation during spikes in demand for Virtual Machines (VMs)
by outsourcing requests to other federation members. IaaS
providers also have the option of terminating spot VMs, i.e,
cheaper VMs that can be canceled to free resources for more
profitable VM requests. By both approaches, providers can expect
to reject less profitable requests. For IaaS providers, pricing and
profit are two important factors, in addition to maintaining a
high Quality of Service (QoS) and utilization of their resources
to remain in the business. For this, a clear understanding of
the usage pattern, types of requests, and infrastructure costs
are necessary while making decisions to terminate spot VMs,
outsourcing or contributing to the federation. In this paper,
we propose policies that help in the decision-making process
to increase resources utilization and profit. Simulation results
indicate that the proposed policies enhance the profit, utilization,
and QoS (smaller number of rejected VM requests) in a Cloud
federation environment.

I. INTRODUCTION

In recent years, Cloud Computing [1]–[3] has become a
consolidated paradigm for delivery of services through on-
demand provisioning of virtualized resources. By the emer-
gence of this paradigm, along with support of companies like
Amazon, Microsoft, and IBM, the long envisioned dream of
computing as a utility finally has come true. Now customers
are able to use resources and services in a pay-as-you-go
manner from anywhere and at anytime. Among the different
methods to deliver Cloud services, Infrastructure as a Service
(IaaS) allows Cloud provider to sell resources in the form of
Virtual Machines (VMs) to customers.

One of the key motivations for IaaS providers is the possi-
bility of making profit by leveraging their available data center
resources to serve potentially thousands of users. Therefore,
Cloud providers aspire to accept as many new requests as
possible with the main objective of maximizing profit; never-
theless, they must guarantee Quality of Service (QoS) based
on the agreed Service Level Agreement (SLA) with customers.
Achieving this goal requires efficient resource management
strategies.

Most resource management strategies applied by providers
hinder their market potential by limiting the amount of re-
sources allocated to requests, so QoS is met in a conserva-

tive way. Alternatively, providers may relax QoS related to
resource performance, so that physical servers can be over-
subscribed and more requests can be served simultaneously.

To be able to offer QoS guarantees without limiting the
number of accepted requests, providers must be able to dy-
namically increase the available resources to serve requests.
One possible source for additional resources is idling resources
from other providers. In order to enable such scenario, coordi-
nation between providers has to be achieved, possibly through
establishment of a Cloud federation [4]–[6].

A Cloud federation allows providers to trade their resources
through federation regulations. In this paradigm, providers
aim to overcome resource limitation in their local infras-
tructure, which may result in rejection of customer requests,
by outsourcing requests to other members of the federation.
Moreover, Cloud federation allows underutilized providers to
lease part of their resources to other members of the federation,
usually at cheaper prices, in order to avoid wasting their non-
storable compute resources. Both cases lead to enhancement
in profit and elasticity for providers, if this opportunity is
properly used. By this we mean that providers should make an
intelligent decision about utilization of the federation (either
as a contributor or as a consumer of resources) depending on
different conditions that they might face.

A challenging condition for providers occurs when they
dedicate part of their capacity in the form of spot VMs. Spot
VMs are VMs that can be terminated by providers whenever
the current value for running such VMs (defined by the
provider) exceeds the value that the client is willing to pay
for using such resources, as in the case of Amazon EC2 spot
instances [7], [8]. This type of VMs can be provided to users at
a lower cost than on-demand VMs, usually in the spot market,
which works based on supply and demand. Existence of spot
VMs certainly benefits IaaS Cloud providers, because spot
VMs help them in making profit by increasing the utilization
of the data center while waiting for incoming on-demand
requests. When a federated Cloud provider receives an on-
demand request for VMs and there are no idle resources within
the data center, it has to decide between either increasing
the spot price and terminating spot VMs, or outsourcing the
request to another federation member.



Decision on outsourcing requests or renting part of idling
resources to other providers is a complex problem that has
been surveyed by several studies [9], [10]. To the best of
our knowledge, the work in this paper is the first attempt
to incorporate the outsourcing problem with option of termi-
nating spot VMs within a data center. Our main objective is
to maximize a provider’s profit, by accommodating as many
on-demand requests as possible. Our main contribution is
proposing policies that help making decisions when providers
have different choices regarding incoming requests: rejecting,
outsourcing, or terminating spot leases to free resources for
more profitable requests1.

The remainder of this paper is organized as follows. In
section II, we define the system model, including Cloud
federation as well as customers and providers interaction.
Section III describes the proposed policies and formalizes the
decision equations. Evaluation and experimental environment
are presented in section IV. Related work is reviewed in
section V. Finally, we conclude our work and present future
works in section VI.

II. SYSTEM MODEL

In this section, firstly, we describe the interaction between
customers and providers including different types of services.
Afterward, the scenario, assumptions, and requirements for
Cloud federation are discussed.

A. Interaction between customers and providers

Cloud computing providers, specifically IaaS providers,
offer different types of VMs with different QoS and pricing
models that help them support different types of applications
and fulfill customers’ requirements. This variety of QoS and
pricing models also gives them more flexibility in resource
management and to increase utilization. For example, Amazon
Elastic Compute Cloud (EC2) [7], [8] offers three different
pricing models, on-demand, reserved and spot.

In this work, we consider the scenario where providers
support two different levels of QoS and pricing models which
are mostly based on Amazon pricing models. By providers, we
mean the set of autonomous IaaS Cloud providers who own a
data center and serve a number of customers. Customers are
either private users or other SaaS and PaaS providers, who
submit requests to IaaS providers for instantiating VMs in
either on-demand or spot types, based on their requirements.

On-demand VMs allow customers to pay for compute
capacity by its hourly usage without a long-term commitment.
Customers request for VMs, which are provisioned to them if
the provider possesses enough resources, otherwise the request
is rejected. After instantiation of VMs, customers can retain
machines as long as they need them.

Spot VMs allow customers to reduce the cost of using VMs
by accepting the risk of being canceled in favor of customers
willing to pay more for the same resources. In this model,
customers submit a spot VM request, including the number

1In this paper, terms VM and resource are used interchangeably.

of spot VMs they want to instantiate, and the maximum price
they are willing to pay per VM/hour, that is called bid. If
the bid exceeds the current price, the request is served and
VMs are instantiated. Otherwise, no VM is launched and the
request remains in a pending state in the queue until the spot
price goes below the bid price. VMs will run until either the
customer decides to terminate them or the price goes above
the bid.

The provider charges the customer based on the current
price, which is calculated based on the minimum bid of
running VMs in the system [11]. There is a correlation
between resource availability and current price. In case of
resource shortage, the provider terminates VMs of low bid
and replaces them with higher bid VM requests or on-demand
requests. Consequently, bidding at higher price decreases the
likelihood of VM termination by the provider.

Here, we consider two types of spot VM requests: one-
time and persistent. One-time are spot requests that are not
restarted after termination by providers, whereas persistent are
spot requests that are kept in the data center to be re-executed
until completed. Providers automatically instantiate new VMs
for the persistent request each time the current spot price goes
below the bidding price of the persistent request.

The difference between on-demand and spot lies only in the
guarantee about resources availability. Other QoS characteris-
tics of VMs (such as memory and CPU power) are the same
for both models and they are enforced by providers. Moreover,
we assume that the user request has to be entirely served in
the same data center.

In this study, we assume that infrastructure providers com-
mit the actual amount of resources required by VMs, regard-
less of the actual users’ usage pattern. This means that the
resource manager does not apply methods of consolidation to
increase the capacity of the data center [12], [13]. For instance,
if two VMs requiring 1 unit of processing (e.g. EC2 compute
unit2) and they are running on the same physical node with two
units of processing, the resource manager will not initialize
another VM on that node, even if VMs are not using the total
computing power allocated to them.

Considering that under-provisioning of resources may lead
to violations in SLAs with customers, providers have to use
other methods to serve new on-demand requests and thus
increase their profit. One alternative is increasing the spot
VM price, which leads to cancellation of spot VMs and more
room for on-demand requests. Another alternative is acquiring
resources from other Cloud providers that can be used to serve
new on-demand requests. To make this scenario possible, it is
important that providers engage in a federation so that they
sell idle resources to other federation members in a lower price
than the customer’s price. In exchange, they are also able to
buy resources from other members when the demand increases
for their resources. Interaction between federation members is
detailed next.

21 EC2 Compute unit (ECU) is equivalent to a 1.0-1.2 GHz 2007 Opteron
or 2007 Xeon processor.



B. Cloud Federation
The Cloud federation scenario used in this paper is pre-

sented in Figure 1, which is mostly inspired by the InterCloud
project [5]. Each provider is autonomous, and has its own
customers. Federation can help providers to absorb overloads
due to spikes in demand. At the center of this model, the
Cloud Exchange service plays the role of information service
directory. With the aim of finding available resources from
the members of federation, providers send an inquiry to the
Cloud Exchange Service in case of shortage of local resources.
The Cloud Exchange is responsible for generating a list of
providers with corresponding service prices that can handle
the current request. Therefore, the resource availability and
price list is used by providers to find suitable providers where
requests can be redirected to.

Decision on allocating additional resources from a federated
Cloud provider is performed by a component called Cloud
Coordinator. The amount of idling capacity each provider
shares with other members and the way providers price their
resources is also decided by the Cloud Coordinator. These
decisions significantly affect the profit of providers, and thus
they are of paramount importance for the successful adoption
of the federation paradigm by Cloud providers. Moreover,
agreements between federation members are necessary in
order to make the federation profitable to all its members.
We call these agreements Federation Level Agreement (FLA).

In this study, FLA requires that each provider dynamically
prices its contributed resources (VMs) based on the idling
capacity of its data center. Therefore, the instant federation
price of a resource per hour can be computed as

F =
Mp −Midle

Mp
· (Fmax − Fmin) + Fmin , (1)

where F is the resource’s federation price; Mp and Midle are
total capacity and idling capacity of the provider data center
respectively, Fmax is the on-demand VM price to customers
and Fmin is the minimum profitable price for the provider. The
provider does not sell resources for prices smaller than Fmin.
We discuss later in Section IV about Fmin that is anything
larger than the price that compensates costs of keeping nodes
of the data center up.

This pricing mechanism facilitates load balancing between
federated providers, since it results in cheaper price for
providers with larger amount of resources.

Fig. 1. Cloud Federation Architecture

A relevant issue about this mechanism is whether it reveals
sensitive information about the provider, such as a provider’s
actual resource utilization (which might lead to inferences
about a provider’s revenue). Nevertheless, Equation 1 does not
reveal such sensitive information, since providers are free to
advertise a subset of their resources, and thus members cannot
determine the overall utilization of other member’s resources.

Considering the above scenario and assumptions, various
policies are proposed in the next section to investigate how
different decisions made by providers affect their profit and
reputation with customers, when they provide the mentioned
types of services.

III. PROPOSED POLICIES

A Cloud provider may receive a request for on-demand
VMs from its customer. Due to unavailability of resources,
this request may not be served locally without violating
QoS for other running VMs. Under such circumstances, the
provider might decide to cancel a sufficient number of spot
VMs (lowest bid first) to be able to accommodate more
profitable on-demand requests. Also providers may look up to
the federation, which provides an opportunity for outsourcing
local requests to other members. In this case, an on-demand
request received by a Provider A is actually served with
resources from a Provider B. Provider B charges Provider A at
the federation cost as given in Equation 1, which is typically
lower than the prices that both Provider A and Provider B
would charge the on-demand customers.

We propose policies that help the provider to increase profit,
resource utilization, and user satisfaction, when providers are
federation members and benefit from outsourcing requests and
also they are able to terminate spot VMs for serving on-
demand requests. These policies only address the possibility of
outsourcing on-demand requests. Outsourcing spot requests is
not considered in the current work, since the proposed policies
are not designed to handle highly fluctuating prices of spot
VMs.

To this end, we describe the proposed policies, which differ
in how they handle new on-demand requests when they cannot
be served by available local resources.

1) Non-Federated Totally In-house (NFTI): In this policy,
firstly providers consider termination of spot VMs with lower
bids to accommodate a more profitable on-demand request. If
this action does not release enough resources for the new on-
demand request, it is rejected. This policy is considered as a
base policy in order to allow verification of maximum profit
a provider can make without the federation.

2) Federation-Aware Outsourcing Oriented (FAOO): In this
policy, each fully utilized provider firstly checks the Cloud
exchange service for available offers by other members. Then,
it outsources the request to the provider that offers the cheapest
price. If outsourcing is not possible, Spot VMs are terminated
as a last resort to accommodate the new on-demand request.
This policy is considered to show whether outsourcing is
always a profitable decision when fully utilized providers



receive an on-demand request and spot termination is also
possible.

3) Federation-Aware Profit Oriented (FAPO): This policy
compares the profit of outsourcing with termination of spot
VMs. The idea behind this algorithm is that, in one hand,
termination of spot VMs result in profit loss, and on the other
hand, replacing spot VMs by on-demand ones increase the
profit. Moreover, termination of spot VMs may result in spot
price increase. In this policy, decisions are made based on
P (t), the instant profit of the provider in time t , which is
given by

P (t) = R(t)− C(t) , (2)

where R(t) and C(t) are revenue and cost at time t, respec-
tively. R(t) can be obtained as follow:

R(t) = Ro(t) +Rs(t) +Rfed(t) +Rout(t) , (3)

where Ro(t), Rs(t), Rfed(t) and Rout(t) are revenue of
on-demand, spot, contributed to federation and outsourced
resources. By contributed to federation resources, we mean
those local resources used by other members of the federation
to serve their customers. Ro(t) and Rout(t) are calculated
based on the following equations:

Ro(t) = vmo(t) · Fo , (4)
Rout(t) = vmout(t) · Fo , (5)

where Fo is the on-demand resource price per resource per
hour, which is a constant value for all providers and vmo(t)
and vmout(t) are the number of on-demand VMs running
locally and outsourced VMs, respectively. Rs(t) is given by

Rs(t) = vms(t) · Fs(t) , (6)

where vms(t) is the number of running spot VMs and Fs(t)
is the price of the spot VMs at time t.
Rfed(t) is calculated based on the summation of all VMs

contributed to federation according to the following equation:

Rfed(t) =

vmfed(t)∑
i=1

Ffedi
, (7)

where vmfed(t) is the number of VMs contributed to federa-
tion and Ffedi

is the associated price for each VM contributed
to federation.

In order to determine C(t) in Equation 2, both operational
cost and cost of outsourcing are considered. Therefore, C(t)
is given by

C(t) = Cp(t) + Cout(t) , (8)

where CP (t) is the operational cost, which includes cost of
acquiring and operating the data center nodes (i.e, hardware
and software acquisition, staff salary, power consumption,
cooling costs, physical space, amortization of facilities, etc).
Cout(t) is the cost of outsourced VMs that a provider pays
to federation members hosting its requests. Without loss of
generality, we can assume that a constant value for Cp(t)

represents various combination of the costs and effect of
change of constituting parameters. Further deeper analysis of
the cost in the constituting parameters on Cp(t) is left as a
future analytical work. Here, a constant value for Cp(t) is
assumed, whereas Cout(t) depends on the renting price of the
outsourced VMs. Cout(t) is given by

Cout(t) =

vmout(t)∑
i=1

Fouti , (9)

where Fouti is the amount paid for each outsourced VM vmi.
By putting all the above equations together, P (t) is calcu-

lated as follows:

P (t) =vmo(t) · Fo + vms(t) · Fs(t) +

vmfed(t)∑
i=1

Ffedi

+ vmout(t) · Fo − Cp(t)−
vmout(t)∑

i=1

Fouti .

(10)

Considering Equation 10, FAPO policy has two choices in
order to improve provider’s profit. When a request for n on-
demand VMs arrives at time t, and local infrastructure can
only accommodate m VMs (m < n), it can either decide to
terminate the n−m lowest value bids spot VMs or outsource
the new request. To choose the best approach, FAPO policy
estimates the instant profit in future time t′ for both approaches
(t′ = t+ ε, ε→ 0).

The spot price is always set to the value of the lowest
bid being served. Therefore, termination of the n−m lowest
bid spot VMs may increse spot price from Fs(t) to Fs(t

′)
(Fs(t) ≥ Fs(t

′)). But, according to the proposed model, this
increment only affects those spot requests whose accounting
period expires on or after t′, because the price of a spot VM
is set at the beginning of each accounting period, which is
one hour. Assuming k as the number of spot VMs whose
accounting period start on t′, we replace k·Fs(t) with k·Fs(t

′)
in Equation 10 to obtain estimated profit of terminating spots
after accommodating n on-demands VMs, P1(t′) as

P1(t′) = (vmo(t) + n) · Fo + vmout(t) · Fo − Cp(t)

+ (vms(t)− (n−m)− k) · Fs(t) + k · Fs(t
′)

+

vmfed(t)∑
i=1

Ffedi
−

vmout(t)∑
i=1

Fouti .

(11)

Moreover, in the case of outsourcing, estimated profit at
time t′, P2(t′), is defined as

P2(t′) = vmo(t) · Fo + vmout(t) · Fo

+ n · Fo − Cp(t) + vms(t) · Fs(t)

+

vmfed(t)∑
i=1

Ffedi
−

vmout(t)∑
i=1

Fouti − n · Foffer ,

(12)

where Foffer is the lowest offered price in the federation.
The policy compares P1(t′) and P2(t′) to make its decision.
Therefore, similar terms can be eliminated from both equations
and they are calculated as follows:



P1(t′)−P2(t′) = k·Fs(t
′)−(n−m+k)·Fs(t)+n·Foffer. (13)

Consequently, the policy decides to outsource requests when
P1(t′) − P2(t′) < 0 ; if P1(t′)−P2(t′) ≥ 0 termination of
spot VMs is more profitable and it will be recommended by
the policy.

It is worth noting that none of the policies takes into account
the duration of the request, because the provider does not have
information about how long current VMs will remain in the
system. Strategies that consider prediction of future resource
availability to drive decisions will be explored in future works.

IV. EVALUATION

This section presents an evaluation of the policies presented
in the previous section. First, we describe simulation settings
and performance metrics, and then experimental results are
presented and discussed.

A. Experimental Settings

The experiments presented in this section were developed
using CloudSim [14] discrete-event Cloud simulator.

The simulated Cloud scenario is composed of a federation
containing IaaS Cloud providers. The number of providers is
one of the simulation parameters, and we evaluated the effect
of the policies considering different number of federation
members.

For the sake of simplicity, we can assume only one type of
VM is offered by providers. The VM configuration is inspired
by Amazon EC2 small instances (1 CPU core, 1.7 GB RAM,
1 EC2 Compute Unit, and 160 GB of local storage). Adding
different types to the model can be considered as an extension
of the current work.

Providers follow the pricing model of Amazon Web Ser-
vices (AWS) [7], [8]. That is, all providers charge their
customers based on hourly usage, at the cost of $0.085 per
hour per on-demand VM. In the case of spot VMs, the provider
charges customers based on the spot price, which fluctuates
periodically according to the minimum bid in the system and
resource availability. The price for each spot VM is set at the
beginning of each VM-hour for the entire hour.

On the customer side, for the purpose of the bidding
algorithm of spot requests, we assume that customers do not
bid higher than the on-demand price, because higher bids
behave like on-demand requests (they are never canceled) but
generate even higher profit for the providers. Our bidding algo-
rithm generates a uniformly-distributed random value between
the minimum of bid $0.020 and maximum of $0.085. The
minimum price is set in such a way that the value offered by
customers is still enough to cover operational costs of serving
the request, even though it can result in no profit for the
provider.We also used $0.020 and $0.085 for Fmin and Fmax

respectively in Equation 1 for pricing resources contributed by
each provider in the federation.

Each simulated data center contains 128 servers, and each
one supports 8 VMs. So, each provider is able to concur-
rently host 1024 VMs. We assumed that operational costs are

constant and the same for all the providers, so they are not
considered in the experiment.

For the sake of accuracy, each experiment is carried out
20 times by using different workloads and the average of the
results is reported. We explain the workload setup details in
the following subsection.

B. Workload setup

Due to lack of publicly available workload models and real
traces of IaaS Clouds, we apply a nine day long workload
generated by the Lublin workload model [15]. To adapt this
model to our scenario, we consider the number of nodes in
each Lublin request as the number of VMs of the request,
and this number is limited to 32 simultaneous VMs for each
request. The first 12 hours of simulation and the last 36 hours
are warm-up and cool-down periods respectively, and they are
discarded from results. Therefore, a one week long period of
simulation is considered.

The only parameters of the Lublin workload model changed
for these experiments are job runtime parameters. We changed
the first parameter of the Gamma distribution for runtime
in Lublin model from the default value of 4.2 to 7.2 in
order to generate longer VM requests. The user workload
submitted to each provider is generated based on the above
configuration. Providers are equidistantly distributed among
time zones. Because the generated load has a daily cycle with
peak hours, providers’ loads vary. For example, while provider
A is at its peak period, provider B will be at its off-peak time.

We intend to study the behavior of different policies in
different situations. For this purpose, effects of four input
parameters on the providers are investigated.

The first input parameter is the system load. The difference
in the proposed policies lies on the action taken at the time at
which a provider’s resources are fully utilized and requires
additional resources. In this direction, the arrival rate of
requests has been selected as the most suitable parameter to
adjust the load of a provider. With the intention of changing
providers load, arrival rate of requests has been changed by
varying the aarr parameter of the model between 8.2 and 6.4.
aarr is the shape parameter of the Gamma distribution.

Another parameter that impacts the policies’ performance
is the ratio of spot requests to total requests (on-demand plus
spot requests). We named this parameter β (0 6 β 6 100%),
and this is defined as follows. After generating the 9 days long
workload, we randomly select some of the generated requests
as spot requests so β percent of the requests are spot requests.

The third parameter evaluated, α, contains the rate of spot
requests that are persistent. It impacts the provider’s profit
because it determines the amount of requests that are going to
be kept in the provider to be served when resources become
available.

Finally, Number of providers is another parameter that is
considered. This parameter is important because it increases
the chance of members finding other members with lower load
to select as the target of outsourced requests.



(a) (b) (c)
Fig. 2. Impact of percentage of spot requests on (a) Profit (b) Utilization, and (c) Number of rejected on-demand VMs for a provider with different policies.

(a) (b) (c)
Fig. 3. Impact of percentage of persistent spot requests on (a) Profit (b) Utilization, and (c) Number of rejected on-demand VMs, for a provider with policies.

C. Performance Metrics

We applied the following metrics to analyze the impact of
the proposed policies in the providers:

1) Profit. This metric is calculated for each provider and it
is defined as the achieved revenue during a time period
minus the cost incurred in the same time period. In our
results, we ignore operational costs. Therefore,

Profit(∆t) = Revenue(∆t)− Costout(∆t) , (14)

where Revenue(∆t) is the revenue obtained during ∆t
including on-demand, spot, contributed to the federation,
and outsourced requests, whereas Costout(∆t) is the
cost of the outsourcing VMs at the same period.

2) Utilization. This metric is defined as the ratio between
the number of hours of VMs used by requests (both local
and contributed to the federation) and the maximum
number of hours of VMs in a time period.

Utilization(∆t) =

∑vm
i=1 runtime(vmi)

vmmax ·∆t
, (15)

where vm is the total number of VMs including on-
demand, spot and contributed to federation VMs and
vmmax is the maximum number of VMs that a provider
can run simultaneously in its data center. runtime(vmi)
shows the corresponding runtime for each VM.

3) Number of rejected on-demand VMs. This metric shows
the number of on-demand VMs rejected. It considers
only on-demand requests, because providers never reject
spot VM requests which are kept in waiting queues until
the bid price is reached. It does not show the number

of rejected requests because each request may contain
demand for more than one VM. We select this metric
instead of rejected number of requests because it better
shows potential revenue losses.

D. Results

Results presented for profit and utilization are the normal-
ized values for each metric using the result obtained for the
NFTI policy as the base value. Since the NFTI policy reflects
the situation where providers do not explore capacities of the
federation, the use of normalized values allows us to quantify
the benefits of federation-aware policies on each provider.

1) Impact of percentage of spot requests: The first exper-
iment aimed at evaluating how changes in the ratio between
spot and on-demand requests affect performance metrics.

This experiment’s simulation scenario consists of 5
providers, each one with a workload whose aarr value is
6.7 and 40% of the spot requests as persistent requests.
The workload for each provider was generated as described
in Section IV-B, but the percentage of spot VM requests
(β) varied between 10% and 90% of the total amount of
requests submitted to each provider. Results for this scenario
are presented in Figure 2.

Figure 2(a) shows that, for smaller amount of spot VM
requests, exploiting the potential of federation for outsourcing
or contributing to the federation helps providers to enhance
profit. After the point that 50% of requests are spot requests,
providers are not able to increase profit since spot VM price
is the most effective factor on the profit. Moreover, when a
significant number of running VMs in the data center belongs



to spot requests, providers are able to absorb spikes in demand
just by terminating spot VMs.

Besides the fact that the presence of more spot VMs in data
center decreases the potential of the federation for making
profit, the FAPO policy has better performance comparing to
the FAOO policy with higher profit and less utilization.

As shown in Figure 2(b), the utilization achieved with
the FAOO and FAPO policies are always higher than with
NFTI, because providers dedicate part of their capacity to
the federation. However, FAPO witnesses smaller utilization,
although it generates more profit than FAOO. This is due to
the fact that FAOO contributes to the federation more than
FAPO, and also terminates less spot VMs than FAPO, which
results in lower spot price.

As we expected, by increasing the amount of spot requests,
it is less likely that on-demand requests while rejected, because
the chance of finding a spot VM to be terminated increases.
Moreover, Figure 2(b) shows that less rejections occur for
those policies that benefit from federation, especially when
the percentage of spot VMs is low.

2) Impact of percentage of persistent spot requests: This
second experiment demonstrates the effects of changing the
percentage of persistent spot VMs requests on providers. This
experiment’s simulation scenario consists of 5 data centers,
aarr value of 6.7 and 30% of spot requests among the total
number of requests for each provider. The workload for each
provider was generated as described in Section IV-B, but the
percentage of persistent spot VMs (α) varied between 0% and
100% of the total amount of spot requests submitted to each
provider. Results for this scenario are presented in Figure 3.

More persistent spot VM requests results in less usage
discontinuation, since even after termination of spot VMs the
system retains the requests themselves, which can be served in
a later stage. Percentage of persistent spot VMs is significant,
since termination of spots VMs that are persistent does not
cause load and revenue loss, but increases the current spot
price, and consequently provider profit.

Therefore, according to Figure 3(a), profit making of the
FAOO policy drastically decreases after a point where 50%
of spot market is used by persistent spot VMs, because this
policy causes less spot VMs termination than other policies.
The FAPO policy shows better performance in comparison to
other policies regarding profit, as it benefits from outsourcing
in lower percentage of persistent spot VMs, and termination
of spot VMs in higher percentage of persistent spot VMs.

It is expected that a smooth increase in utilization will occur
when there are more persistent spot VMs, however, it is not
observable in Figure 3(b). This is because spot termination
does not result in losing part of VM requests. Thus, when
there is a higher percentage of persistent spot VMs, policies
converge to a specific utilization point because the total load
remains constant in higher persistency of spot VMs.

Finally, the percentage of persistent spot requests does not
have a significant effect on the number of rejected on-demand
VMs. However, due to the lack of outsourcing choice, a higher
number of rejected requests is seen when NFTI is applied.

3) Impact of the load: The third experiment evaluates the
effect of load variation. This experiment’s simulation scenario
consists of 5 data centers, α of 40% and β of 30%. The
workload for each provider was generated as described in
Section IV-B, but the aarr parameter of the Lublin workload
varied between 8.2 and 6.4 to vary the number of generated
requests for all the providers.

Figure 4 shows the impact of varying the aarr parame-
ter, which results in a different number of requests, on the
proposed policies. Since our policies are triggered when the
provider is fully utilized, load is the most influential parameter
in our experiments. By increasing the number of total requests,
and consequently provider’s load, the provider frequently
experiences a situation where it has to decide between out-
sourcing and terminating spot VMs. According to Figures 4(a)
and 4(b) FAPO and FAOO, which support outsourcing, have
higher profit and utilization by increasing load. However, the
FAPO policy outperforms the NFTI policy by having a higher
profit with smaller utilization. The difference between FAPO
and FAOO is more observable at higher loads.

By decreasing the number of requests, the number of on-
demand VM rejection also decreases, because providers are
subject to a lower load. The NFTI policy is more sensitive to
this effect, because it does not support the outsourcing option.

4) Impact of number of providers in the federation: This
experiment evaluates the impact of number of participants
in the federation on the results delivered by each policy. In
this experiment, α is 40%, β is 30%, and aarr is 6.7. The
experiment was repeated with 3, 5, and 7 providers. The results
are presented in Figure 5.

By increasing the number of providers, policies with an
outsourcing option have a smaller number of rejected on-
demand VMs, because it is more likely that a provider can be
found who could serve the outsourced request. Increasing the
number of providers does not have any impact in NFTI, as in
this policy there is no interaction with federation members. For
FAOO and FAPO, an increase in the number of providers in the
federation results in lower profit, because of better matching in
supply and demand. That is, the offer price for contributing to
the federation falls and outsourcing becomes more profitable.

V. RELATED WORK

Despite several recently proposed platforms for Cloud fed-
eration [4], [5], [16], with different motivations and incen-
tives for parties to join it, many fundamental problems and
questions about federation remain unanswered. One of these
problems is deciding when providers should outsource their
local requests to other participants of the federation or how
many and at what price they should provide resources to the
federation. The outsourcing problem is not considered only
in the context of federated Clouds; it was also investigated
as a way of increasing capacity or scalability of applications
in hybrid Clouds [17], distributed grid environment [18], and
clusters [19].

Goiri et al. [9] present a profit-driven policy for decisions
related to outsourcing or selling idling resources. On that



(a) (b) (c)
Fig. 4. Impact of load on (a) Profit (b) Utilization, and (c) Number of rejected on-demand VMs, for a provider with different policies.

(a) (b) (c)
Fig. 5. Impact of number of providers on (a) Profit (b) Utilization, and (c) Number of rejected on-demand VMs for a provider with different policies.

approach, providers have the option of shutting down unused
nodes of the data center to save power. However, they did not
take into account different types of VMs (e.g. on-demand and
spot) and possible actions like terminating low priority leases.

A user satisfaction-oriented scheduling algorithm for service
requests was proposed by Lee et al. [20]. Such an algorithm
tries to maximize Cloud providers’ profit by accepting as many
service requests as possible, as long as QoS is kept at a certain
level. In this regard, contracting with other service providers
was taken into account as a method to avoid rejection of user
requests. One of the main differences between this and our
approach is that we specifically focus on federation of IaaS
providers that serve requests for VMs. Moreover, we claim that
federation, rather than being merely a technique for avoiding
service rejection at provider level, can also be a source of
profit for providers by allowing them to negotiate otherwise
wasted resources at competitive prices.

The problem of how to value resources and how price
may impact utilization is not a trivial one. Current public
Cloud service providers like Amazon, GoGrid and RackSpace
usually adopt fixed pricing strategies for the infrastructure
services they provide. However, fixed pricing models are not
suitable for federated environments as a policy to be applied
between its participants, because it neither reflects current
market price of resources due to dynamism in supply and
demand nor generates any incentives for providers to join
the federation. Dynamic pricing of resources, however, lies
outside the scope of current work, and has been a subject
of other studies [21]. Hence, in this work, a policy based on
the provider utilization, is applied by federated providers to
dynamically value resources.

The subject of leveraging spot VMs has recently attracted
considerable attention. Andrzejak et al. [22] have proposed a
probabilistic decision model to help users decide how much
to bid for a certain spot instance type in order to meet a
certain monetary budget or a deadline. Yi et al. [23] proposed
a method to reduce monetary costs of computations using
Amazon EC2s spot instances for resource provisioning. These
works consider methods for increasing customers’ benefit in
using spot VMs, while we are interested in better resource pro-
visioning policies for providers in the presence of spot VMs.
Moreover, the problem of dynamic allocation of data center re-
sources to different spot markets to maximize cloud provider’s
total revenue has been investigated by Zhang et al. [11].

A few works consider the application of market-oriented
mechanisms in federated environments [24], [25]. These mech-
anisms mostly promote fairness and ensure mutual benefits for
parties involved in the federation. Study and development of
such techniques motivate both resource providers and resource
consumers to join and stay in the market. Niyato et al. [26]
study the cooperative behavior of multiple cloud providers and
propose a cooperative game model. Our work, on the other
hand, is focused on specific policies to be applied by Cloud
IaaS resource providers to decide when to buy computational
resources and how resources should be made available in the
market for other IaaS providers.

VI. CONCLUSION AND FUTURE WORK

We proposed policies to enhance IaaS providers’ profit when
the provider is member of a Cloud federation. Since each
provider has restricted amount of capacity, increase in load
may overload a provider’s data center and may result in QoS



violation or users’ request rejection. Providers that support
different types of QoS and pricing scheme for VMs (e.g. on-
demand and spot VMs) have the possibility of canceling their
terminable less profitable VMs (e.g. spot VMs) in favor of
more profitable requests (e.g. on-demand VMs). Providers can
also benefit from federation by outsourcing requests to other
members of the federation with lower load.

Our experiments compared the proposed policies to deter-
mine the impact of a provider’s decision on its performance
metrics. Evaluated parameters include the ratio of spot VMs
to the total load, percentage of persistent spot VMs, number of
providers in the federation and provider’s load. Results showed
that our policies help providers to enhance profit and to reject
less requests, while they keep utilization at an acceptable level.

Experimental results also allow us to derive some guidelines
for providers. Running on-demand requests locally is more
profitable if the provider has high ratio of spot VMs and
termination of spot VMs may lead to less discontinuation of
service by customers. Moreover, outsourcing is more profitable
when spot VMs are scarce and termination of them may
result in discontinuation of using the services by customers.
Furthermore, federation also helps underutilized providers in
making profit by selling idling resources to other members.

We plan to investigate the impact of strategies that also
include shutting down unused hosts of the data centers to save
electric power consumption, in addition to termination of spot
VMs and outsourcing on-demand VM requests. Furthermore,
strategies that consider prediction of future resource availabil-
ity to drive decisions will be explored as an extension of this
work. Proposing policies for dynamic pricing of resources to
offer idling capacity of the data center will also be explored.
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