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Abstract. Color quantization (CQ) is one of the most important techniques in 
image compression and processing. Most of quantization methods are based on 
clustering algorithms. Data clustering is an unsupervised classification 
technique and belongs to NP-hard problems. One of the methods for solving 
NP-hard problems is applying swarm intelligence algorithms. Artificial fish 
swarm algorithm (AFSA) fits in the swarm intelligence algorithms. In this 
paper, a modified AFSA is proposed for performing CQ. In the proposed 
algorithm, to improve the AFSA’s efficiency and remove its weaknesses, some 
modifications are done on behaviors, parameters and the algorithm procedure. 
The proposed algorithm along with other multiple known algorithms has been 
used on four well known images for doing CQ. Experimental results 
comparison shows that the proposed algorithm has acceptable efficiency.  

Keywords: Color quantization, compression, artificial fish swarm algorithm, 
data clustering. 

1   Introduction 

One of the available challenges in image processing is high color variety in pixels. 
Therefore, usually a decreasing technique of color variety is used as a preprocessing 
for different works in graphic and image processing applications. By decreasing the 
number of colors, it can decrease image file size to conserve storage space, reduce 
time for transmission, and reduce computation. Color Quantization (CQ) is one of the 
most famous techniques of decreasing the numbers of colors which is applied in 
image compression [1], graphic [2] and image processing [3,4].  

CQ process is done in two steps [5]. In the first step, a codebook is constructed. In 
this step, it has to be determined how many colors have to be decreased at first. In 
fact, the number of considered colors is the number of codewords in the codebook. 
Each codeword represents a color and its index in the codebook that each of these 
codewords is representative of multiple colors on the original image. After 
constructing the codebook by means of a CQ method, the image is encoded by that 



and every pixel just would possess index number of its representative color in the 
codebook. On the second step, each image is decoded by its corresponding codebook. 
From the view of compression, CQ is taken into account as a lossy compression 
method in which some information are lost. Indeed, after performing CQ on an image, 
most of pixels cannot have their primary colors anymore [5].  

Natural images often have many colors and determining a proper codebook is a 
challenging problem for decreasing the colors. Generally, CQ techniques could be 
categorized into two classes: first category consists of those methods independent 
from image, which specify a comprehensive codebook regardless of any specific 
image. In these methods, first, a fixed codebook is produced by using a training set, 
and then all images are encoded and decoded by means of this codebook. Second 
category contains dependent techniques to image, in which for every image a 
codebook is built. Usually, in these methods, every codebook is built based on color 
distribution in a specific image. Thereafter, to use it for decoding the image, the 
codebook with encoded image is transferred. Dependent image techniques are slower 
than independent image techniques, but obtained results from the former have higher 
quality than the latter [6]. 

In CQ, the main goal is to obtain an appropriate codebook.  If the codebook is not 
proper, the resulted image from CQ has much disharmony with the original image and 
distortion increases between the original image and decoded one. One of the applied 
approaches for producing codebook based on the color distribution is using clustering 
algorithms like k-means [6] and FCM [7]. Clustering is an unsupervised classification 
technique in which datasets that are usually data vectors in multi dimensional space. 
Data vectors are divided into some clusters based on a similarity criterion. After 
performing a clustering algorithm, each of data vectors of dataset is assigned to one of 
clusters. Clustering process is done with respect to a specific similarity criterion such 
that assigned data to a cluster are more similar than other data in other clusters. The 
way of using clustering algorithms in CQ is such that, first, colors histogram is 
produced for the original image and after that, clustering according to the color 
distribution among pixels is done. The number of cluster centers in clustering 
algorithms is determined equal to the number of decreased colors in the codebook. In 
clustering process, cluster centers contain smaller set of colors. Other colors with 
respect to difference between their color numbers and the numbers of cluster center 
colors become a member of one of the clusters. That is, each of colors becomes a 
member of a cluster that its center color is more similar than other cluster centers. 
One of the applied methods for clustering is use of the swarm intelligence algorithms 
such as particle swarm optimization [8], and artificial fish swarm algorithm [9].  

Artificial fish swarm algorithm (AFSA) was presented by Li Xiao Lei in 2002 [10]. 
This algorithm is a technique based on swarm behaviors that was inspired from social 
behaviors of fish swarm in nature. AFSA works based on population, random search, 
and behaviorism. This algorithm has been used in optimization applications, such as 
clustering [11, 12], machine learning [13, 14], PID control [15], data mining [16], 
image segmentation [17]. 

In this paper, a modified AFSA is proposed as a color quantizer. In the modified 
AFSA, we try to remove weaknesses of standard AFSA to increase the algorithm 
efficiency. Then, this algorithm is configured to perform CQ. In order to comparison, 
the proposed algorithm along with three other clustering algorithms is used for 



performing CQ on 4 well-known images. Comparing qualitative efficiency of the 
algorithms confirms the competence of the proposed algorithm. The remainder of the 
paper is organized as follows: in section 2, standard AFSA will be described and in 
section 3, the proposed algorithm will be presented. Section 4 studies the experiments 
and analyzes the results. Final section concludes the paper and outlines possibilities of 
the future works.  

2   Artificial Fish Swarm Algorithm 

In the underwater world, fish can find areas that have more foods rather than their 
current area, which is done with individual or swarm search by fishes. According to 
this characteristic, artificial fish (AF) model is represented by prey, free_move, 
swarm and follow behaviors. AFs search the problem space by those behaviors. The 
environment, which AF lives in, substantially is solution space and other AF’s 
domain. Food consistence degree in water area is AFSA objective function. Finally, 
AFs reach to a point, which its food consistence degree is maxima (global optimum).  

In AFSA, AF perceives external concepts with sense of sight. Current position of 
AF is shown by vector X=(x1, x2, …, xn). The visual is equal to length of sight field of 
AF in each dimension and Xv is a position in visual where the AF wants to go. Then if 
Xv has better food consistence than current position of AF, it goes one step toward Xv 
which causes change in AF position from X to Xnext, but if the current position of AF 
is better than Xv, it continues searching in its visual area. Food consistence in position 
X is fitness value of this position and is shown with f(X). The step is equal to 
maximum length of the movement. The distance between two AFs which are in Xi 
and Xj positions is shown by sDi ij=|| Xi-Xj|| (Euclidean distance). AF model consists of 
two parts of variables and functions. Variables include X (current AF position), step 
(maximum length step), visual (length of sight field), try-number (the maximum test 
interactions and tries) and crowd factor δ (0<δ<1). Also functions consist of prey 
behavior, free move behavior, swarm behavior and follow behavior. In each step of 
optimization process, AF looks for locations with better fitness values in problem 
search space by performing these four behaviors based on algorithm procedure [10, 
14, 15]. 

3   Proposed Algorithm 

In this section, a modified artificial fish swarm algorithm called MAFSA is presented. 
Then, MAFSA is configured as a color quantizer. Generally, modifications which are 
imposed on standard AFSA structure include: removing two parameters step and 
crowd_factor, adding contraction coefficient parameter to the algorithm, removing 
blackboard, changing visual parameter value during algorithm execution, changing in 
follow and prey behaviors, removing swarm behavior and changing in the procedure 
of algorithm execution. In the following, modified AFSA algorithm is described. 
First, modified AFSA behaviors are explained: 



3.1   Prey behavior 

This behavior is an individual behavior that each AF performs independently and 
performs a local search around itself. Every AF by performing this behavior attempts 
try-number times to move to a new position with better fitness. Here, it is supposed 
that AF i is in position Xሬሬ⃗ ୧ and wants to perform prey behavior. In prey behavior, 
following steps are done: 
1) AF i considers a goal position Xሬሬ⃗ ୘ in its visual by means of Eq. (1), then 

evaluates its fitness. d shows dimension number and Rand generates a random 
number by uniform distribution in [-1, 1]. 

)1,1(,,  ddidT RandVisualXX  (1) 

2) If fitness value of position Xሬሬ⃗ ୘  is better than fitness value of the current position 
of AF i, position of AF i is updated by Eq. (2).  
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Steps 1 and 2 are repeated try-number times. By executing above steps, an AF can 
update its position at most try-number times. 
AF moves as a random percentage of the distance between its current position and 
goal position at each movement. Also, it is possible that none of its attempts for 
finding better positions is efficacious. If AF i couldn't move toward better positions 
by performing two mentioned steps (try_number times), it moves with a random step 
in its visual by means of Eq. (3):  

     1,11 ,,  ddidi RandVisualtXtX  (3) 

In MAFSA, by executing Eq. (3) on AF, it is attempted to preserve swarm 
diversity, but it wouldn't be used for the best AF of swarm because this behavior may 
result in worse position for an AF. Therefore, the best AF of swarm wouldn't lose its 
position even when it doesn't find better position in its neighborhood and just 
displaces when it could find better position in its visual. Thereafter, in this condition, 
the best found position during previous iterations by swarm is the best AF's position 
since at each iteration, the best AF of swarm changes its position when it moves 
toward a better position. Consequently, MAFSA doesn't require to blackboard 
anymore.   

3.2   Follow behavior 

As it was mentioned in subsection 3-1, the best AF of swarm locates in the best found 
position so far by swarm. In follow behavior, each of AF moves one step toward the 
best AF of swarm by Eq. (4): 

        1,01
,

RandVisual
Dis

tXXtXtX
Besti

iBest
ii 





  (4) 



Where Xሬሬ⃗ ୧  is position vector of AF i which performs follow behavior and Xሬሬ⃗ ୆ୣୱ୲ is 
the position vector of the best AF of swarm. Hence, AF i moves as a random 
percentage of visual in each dimension toward the best AF of swarm. Indeed, after 
that an AF finds more food, other members follow it to reach more food, too. 
Performing follow behavior of the best AF of swarm causes increase in convergence 
rate of swarm and helps to keep integrity of AF of a swarm. This behavior is a group 
behavior and interactions between members of swarm are done globally among them. 
Thus, this behavior can also perform the duty of swarm move (keeping swarm 
integrity) in standard AFSA since it can keep AF in a swarm and prevent from swarm 
splitting in problem space. As a result, swarm behavior is eliminated in MAFSA. To 
execute follow behavior in standard AFSA, at each iteration of algorithm execution, it 
has to calculate Euclidean distance between all AF with each other (for detecting 
neighbors of each AF), which is of heavy computational load. But follow behavior in 
MAFSA has lower computational load while it is very effective in increasing the 
convergence rate of the algorithm.  

3.3    Modified AFSA Procedure 

In MAFSA, each of prey and follow behaviors are done for each of AF at every 
iteration. In MAFSA, first all AF perform prey behavior and their position are 
updated based on prey behavior execution procedure. Then, follow behavior is 
performed and all members except the best AF of swarm move to a new position in 
direction of moving toward the best found position by swarm. At the end of each of 
iteration of MAFSA algorithm, visual value is updated for AF to make a balance 
between global search and local search abilities [13, 14]. To reach this goal, visual has 
to be large at first, such that AF converge to their goals fast and perform global search 
well. Simultaneously with swarm convergence toward goal, visual decreases 
gradually until AF with small visual could get better results by doing an acceptable 
local search around goal.  

For this purpose, visual is multiplied by a positive number less than one at each of 
iterations, which this number can be determined with different approaches [14]. In 
this paper, to decrease visual, a random number generator with uniform distribution is 
applied in the considered interval that is given in Eq. (5): 

       LowHighLow LLRandLtVisualtVisual 1  (5) 

In Eq. (5), at each of iterations, visual is obtained randomly with respect to this 
parameter in previous iteration. Llow and Lhigh are lower bound and upper bound of 
change percentage of visual to previous iteration respectively and Rand is random 
number generator with uniform distribution in interval [0, 1]. Therefore, visual is a 
random percentage of its value in previous iteration between Llow and Lhigh. For this 
reason, Lhigh should be considered a number less than one.  Pseudo code of MAFSA is 
represented in figure 1. 

 
 
 



MAFSA: 
for each Artificial Fish i ϵ [1 .. N] 
    initialize xi  
endfor 
repeat: 
    for each Artificial Fish i ϵ [1 .. N] 
       flag[i]=0; 
       for counter=1 to try_number 

          Obtain TX


 with Eq.  1 and Calculate f( TX


) 

          if  f( TX


) ≤  f(
iX

) then  

             apply Eq.  2 
             flag[i]=1; 
          endif 
        endfor 
        if flag[i]==0 then 
           apply Eq.  3 
        endif 
    endfor  
   for each Artificial Fish i ϵ [1 .. N] 
       apply Eq.  4 
   endfor 
   Update Visual according Eq.  5 
until stopping criterion is met 

Fig. 1. MAFSA pseudo code 

3.4   MAFSA Configuration for CQ 

In this section, MAFSA configuration is discussed as a color quantizer. Application of 
images is usually for observing by an individual. The eye is very good at 
interpolation, that is, the eye can tolerate some distortion. The eye has more acuity for 
luminance (gray scale) than chrominance (color). This is why we will concentrate on 
compressing gray scale (8 bits per pixel) image. 

As mentioned before, the goal of this paper is to solve CQ problem as a clustering 
problem. First, a dataset has to be determined that clustering has to be done on it. In 
this problem, dataset consists of all pixels’ values. In gray scale images, every pixel 
has an 8 bit color characteristic, so data are one dimensional. Then, it has to be 
specified a fitness function for clustering which MAFSA should optimize. In this 
paper, to find optimal values of cluster centers which their number has been 
predetermined, one of the most known clustering criteria called sum of intra cluster 
distances is used [18]. Eq. (6) is a function which calculates sum of intra cluster 
distances that according to it, the best clustering is the one when this function’s value 
is minimum.  
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This function is used as a fitness function for MAFSA algorithm and is considered 
as a minimizing problem. In Eq. (6), the Euclidean distance between each data vector 
in a cluster and the centroid of that cluster is calculated and summed up. Here, we 
have K clusters Ci (1 ≤ i ≤ K) that each of N data vectors Xj (1 ≤ j ≤ N) are clustered 



on the basis of distance from each of these cluster centers Zi (1 ≤ i ≤ K). Data vectors 
belong to a cluster that their Euclidean distance from its cluster center is less than 
their Euclidean distance from other cluster centers. Therefore, MAFSA goal is to 
determine cluster centers which minimize Eq. (6), and consequently optimal cluster 
centers are determined. In fact, according to clustering conditions of CQ, Eq. (6) 
shows the sum of differences between original image's pixel color numbers and 
decoded image's. Codebook is determined by using final result of clustering. Indeed, 
the codebook contains cluster centers and their indices. Each cluster center is a one 
dimensional vector that consists of gray scale color values. Hence, after completing 
the codebook, every pixel of the original image is transformed into cluster center 
index in the codebook that it belongs to (encoding). To represent the image again, 
each pixel takes its corresponding cluster center color values with respect to its 
encoded value (decoding). 

Since data and cluster centers are one dimensional and there are K clusters (the 
number of codewords in the codebook), so every AF has to represent K cluster 
centers. As a result, each AF is K dimensional or has K components in its vector. As a 
matter of fact, each of components includes one of colors which are supposed to be 
considered as the replacement of some more similar colors to it.  

In MAFSA, first, AFs are initialized randomly in the problem space. Therefore, 
every AF consists of K initial random cluster centers which displace these cluster 
centers in the problem space by means of MAFSA behaviors and their goal is to 
determine cluster centers in a way that Eq. (6) to be minimizes as a fitness function. 
At last, the codebook would be the same as obtained cluster centers from MAFSA. 

4   Experiments 

Experiments are done on 4 well-known images which are mostly used for measuring 
the efficiency of CQ algorithms. These images are Barbara, Boat, Lenna and Pepper 
that their size is 512*512 pixels. Figure 2 shows applied images in this paper. 

 
Fig. 2. Applied images in this paper. 

The most important measurement criteria for CQ algorithms efficiency include 
mean squared error (MSE) and peak signal to noise ratio (PSNR) [5,6]. MSE is usually 
used for assessing distortion between the original image and resulted image from CQ. 
Let the original image x have n pixels. MSE is computed by Eq. (7): 
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Where, x̂  is the obtained image after performing CQ. MSE represents the average 
distortion and lesser value of it shows better efficiency of CQ algorithm. PSNR is a 
standard way for evaluating fidelity between the original image and the obtained 
image from CQ. PSNR is calculated by Eq. (8): 











MSE
mPSNR

2

10log10  (8) 

Where, m is the largest amount which a pixel can take that is 255 in gray scale 
images. PSNR is measured in decibels (dB) and the larger value of it shows better 
efficiency of CQ method. The proposed algorithm along with standard AFSA, PSO 
and k-means is used for performing CQ on 4 mentioned images. PSO parameters are 
adjusted with respect to [18] and Forgy initializing method is used for k-means [6]. 
Population size is considered 5 times the number of problem space dimensions for 
standard AFSA and MAFSA [18, 9]. That is, population size is 5 times the number of 
codebooks' colors. Based on multiple experiments which have been done, visual, try-
number, Lhigh and Llow are 10, 10, 1 and 0.95, respectively. Standard AFSA's 
parameters are adjusted according to [9]. Experiments are repeated 50 times and 
average of obtained PSNR and MSE from 4 algorithms on 4 images are represented in 
table 1. In this table, each image has been compressed with rates 8:3, 8:4 and 8:5 
which their colors have been decreased to 8, 16 and 32, respectively. The best result is 
shown by bold face for each case. As it is observed, MAFSA has achieved better 
results in all cases. MAFSA has achieved better results than standard AFSA because 
of not having the weaknesses of standard AFSA specially imbalance between global 
search and local search [14]. In fact, AF perform global and local search well in 
MAFSA and generate a codebook by decreasing the sum of intra cluster distances 
which decreases distortion in decoded image. Therefore, obtained images from the 
proposed algorithm would have more fidelity with the original image. 

According to results of table 1, generally, standard AFSA has less efficiency than 
PSO. But MAFSA has achieved better efficiency than PSO by improving different 
parts of standard AFSA. Figure 3 shows Lenna and Peppers images whose colors 
have been decreased to 8 colors and have been compacted by rate 8:3.  

 
Fig. 3. Two decoded images with 8 colors. 



On the whole, experimental results show that compressed images by means of 
generated codebook by the proposed algorithm are of higher quality than other 
algorithms. 

Table 1. MSE and PSNR comparison of the quantization methods. 

Image 
Compression 

Ratio Criteria Std-
AFSA K-means PSO MAFSA 

Lenna 

8:3 MSE 29.81 28.16 26.04 22.48 
PSNR 33.38 33.69 33.97 34.61 

8:4 
MSE 8.93 8.29 8.69 6.27 
PSNR 38.62 39.03 38.76 40.16 

8:5 
MSE 3.71 2.78 3.34 1.71 
PSNR 42.43 43.70 42.93 45.80 

Barbara 

8:3 
MSE 25.48 24.94 25.81 22.78 
PSNR 34.07 34.19 34.02 34.55 

8:4 
MSE 9.99 8.37 9.87 6.48 
PSNR 38.14 38.95 38.20 40.01 

8:5 
MSE 3.83 3.50 3.01 1.61 
PSNR 42.29 42.97 43.39 46.05 

Boat 

8:3 
MSE 26.79 23.99 24.91 23.39 
PSNR 33.85 34.32 34.22 34.44 

8:4 
MSE 10.14 9.11 10.61 6.78 
PSNR 38.15 38.64 37.93 39.82 

8:5 
MSE 4.18 2.62 3.90 2.06 
PSNR 42.17 44.05 42.28 44.97 

Pepper 

8:3 
MSE 29.58 30.04 32.55 28.90 
PSNR 33.42 33.38 33.01 33.52 

8:4 
MSE 10.43 9.84 10.93 7.10 
PSNR 37.95 38.22 37.77 39.61 

8:5 MSE 4.56 2.83 3.11 1.86 
PSNR 41.57 43.66 43.21 45.43 

5   Conclusion 

In this paper, a modified artificial fish swarm algorithm was proposed. In the 
proposed algorithm, it has been attempted to remove standard AFSA’s weaknesses 
and algorithm to be able to reach acceptable and good results. The proposed algorithm 
is utilized in CQ application and its efficiency is compared qualitatively with 
efficiency of standard AFSA, PSO and k-means. In this study, images are compressed 
only with respect to the number of their colors. Experimental results show that 
obtained images from the proposed algorithm are of higher quality than obtained 
results from other tested algorithms. However, the proposed algorithm has more 



complexity than other tested algorithms. Reducing complexity is issue that merits 
further research. 
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